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Phase-dependent modulation of oscillatory phase and synchrony by

long-lasting depolarizing inputs in central neurons

Abstract

Oscillatory neural activities have been implicated in various types of information
processing in the CNS. The procerebral (PC) lobe of the land mollusk Limax
valentianus shows an ongoing oscillatory local field potential (LFP). Olfactory input
increases both the frequency and spatial synchrony of the LFP oscillation by a nitric
oxide (NO)-mediated mechanism, but how NO modulates the activity in a specific
manner has been unclear. In the present study, we used electrical stimulation and NO
uncaging to systematically analyze the response of the LFP oscillation, and found
phase-dependent effects on phase shifting and synchrony. The neurons that
presumably release NO in the PC lobe preferentially fired at phases in which NO has a
synchronizing effect, suggesting that the timing of NO release is regulated to induce a
stereotyped response to natural sensory stimuli. The phase-response curve (PRC)
describes the timing dependence of responses of an oscillatory system to external input.
PRCs are usually constructed by recording the temporal shifts of the neural activity in
response to brief electrical pulses. However, NO evokes a long-lasting depolarization
persisting for several cycles of oscillation. The phase-response relationship obtained
by NO stimulation was approximately the integral of the PRC. A similar relationship
was also shown for regular firing of mouse cerebellar Purkinje cells receiving step
depolarization, suggesting the generality of the results to oscillatory neural systems with
highly distinct properties. These results indicate novel dynamic effects of long-lasting
inputs on network oscillation and synchrony, which are based on simple and ubiquitous

mechanisms.
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Significance statement

Oscillatory neural activities are modulated by sensory stimuli in a stereotyped manner,
while isolated networks display a variety of responses to stimuli. We investigated how
nitric oxide-mediated input to a molluscan olfactory center modulates the oscillatory
network activity, and found that its effect on network synchrony was variable depending
on the stimulus phase. This suggests that the input timing should be regulated for
stereotyped response to sensory stimuli, and we found that feedback inhibition of the
NO-producing neurons by the rhythm-generating neurons serves to restrict the spike
phase. These results suggest a novel mechanism essential for sensory processing in

oscillatory networks.
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Introduction

Oscillatory activities are ubiquitous in the CNS, and have been recognized as essential
for sensory integration, attention, cognition and learning (Gelperin, 2006; Wang, 2010;
Buszaki, 2011; Bosman et al., 2014). Transient synchronization of oscillatory neurons
has been suggested to have especially important roles in sensory processing (Gray,
1999; Frien and Eckhorn, 2000). Networks with multiple oscillatory elements often
show spatiotemporal patterns of activity. Assembly of oscillators with a spatial
gradient in phase exhibits repetitive wave propagation in one direction (Lam et al.,
2000; Bao and Wu, 2003; Wu and Zhang, 2008; Lubenov and Siapas, 2009).
Oscillatory networks can potentially exhibit a variety of responses to stimuli. For
example, slices of visual cortex show either planar, spiral or irregular waves (Huang et
al., 2010). However, sensory input usually evokes stereotyped responses, typically an
increase in both the oscillatory frequency and synchrony (Ermentrout and Kleinfeld,
2001). What cellular and network mechanisms underlie the stereotyped responses has
been elusive.

Oscillatory activities have been observed in the firing of single neurons and local
field potentials (LFPs). The procerebral (PC) lobe of land mollusks, which is the
olfactory center essential for olfactory learning, shows a slow ongoing LFP oscillation
of about 1 Hz (Watanabe et al., 2008), and has been extensively studied because of
stability of the activity in semi-intact preparations and simplicity of the network
structure.  Olfactory stimulation increases the frequency and synchrony of the
oscillation (Delaney et al., 1994) by a mechanism involving nitric oxide (NO)
(Watanabe et al., 2015).

One of the commonly accepted mechanisms for synchronization of a population of

neurons is simultaneous input from common presynaptic neurons (Heck et al., 2007).
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Although this seems obvious, several points should be considered. The first point is
that synaptic inputs are relatively long. For example, fast synaptic potentials mediated
by AMPA receptors have a duration of tens of milliseconds, which is longer than the
interval of high frequency firing in central neurons such as cerebellar Purkinje cells.
In the Limax PC lobe, the depolarizing effect of NO has a rapid onset but lasts several
cycles of the LFP oscillation (Gelperin, 1994). This makes the input timing ambiguous.
Another point is related to their timing dependence of the response of neurons. Inputs
may advance or delay the subsequent oscillatory phases depending on the timing, as
described by the phase-response curve (PRC). A variable amount of phase shifting in
oscillating elements will result in variable effects on synchrony among those elements.
This suggests the need of a mechanism for the selection of an appropriate response out
of a variety of potential responses.

PRCs have been used to characterize oscillatory dynamics in a variety of neural
systems (Galan et al., 2005; Gutkin et al., 2005; Lengyel et al., 2005; Tsubo et al., 2007;
Stiefel et al., 2008; Phoka et al., 2010; Canavier, 2015). Using the PRC, responses of
the oscillating activity to external inputs have been explained (Ermentrout, 1996;
Izhikevich, 2006). The PRC is constructed by applying brief pulses at various phases
of the oscillatory activity, and observing how the subsequent activity is temporally
shifted. However, real neurons receive longer inputs, and what kind of response is
evoked by long-lasting inputs is not well understood.

In the present work, we analyze the response of neural oscillations to a long-lasting
input with rapid onset that continues for several cycles of oscillation, as a naturalistic
approach to oscillatory dynamics. The phase-response plot following a long-lasting
input appears to have a different form from the traditional PRC. A simple relationship
between the phase-response plots following pulses and long-lasting inputs is seen in

both the Limax PC lobe and murine Purkinje cells, which are two contrasting oscillatory
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systems. We also demonstrate that long-lasting inputs modulate the network
synchrony depending on the phase. Moreover, we reveal a possible network
mechanism underlying the stereotyped response to sensory stimuli. These findings
will provide a basis for the understanding of oscillatory dynamics and synchronization

in sensory processing, which are ubiquitous characteristics in the CNS.

Materials and methods

Recording in an isolated brain preparation of Limax

An isolated brain preparation was made from Limax valentianus from a laboratory
colony (Watanabe et al., 2003). The central ganglia were placed in a recording
chamber filled with saline, which contained (in mM) 70 NaCl, 2 KCl, 4.9 CaCl,, 4.7
MgCl,, 5 glucose, and 5 HEPES, pH 7.6. The LFP was recorded using a glass
electrode filled with saline (tip diameter approximately 100 pm). For single-site
recording, the electrode was placed near the apical end of the PC lobe (within 10% of
the length of the PC lobe from the apex). For the analysis of phase lag, a second
electrode was placed more basally (about 50% of the length from the apex). An
AC-coupled amplifier (MEZ-2100, Nihon Kohden) was used to amplify the signal.
The signal was band-pass filtered at 0.5-30 Hz and sampled at 1 kHz.

Perforated patch recording was made using the EPC-8 amplifier (Heka) to record
the whole-cell current or membrane potential changes evoked by NO uncaging in
bursting (B) neurons, as well as firing in nonbursting (NB) neurons. The electrode
contained a solution of (in mM) 35 K gluconate, 35 KCI, 5 MgCl,, 5 HEPES and 250
pg/ml nystatin, pH 7.2.  The signals were low-pass filtered at 2 kHz and sampled at 10

kHz. To estimate the time course of the current evoked by NO uncaging in B neurons,
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2 mM octanol was added to the saline to block gap junctions and suppress spontaneous
activity (Ermentrout et al., 2004).

Voltage imaging of the PC lobe was made using the voltage-sensitive dye
Di-4-ANEPPS (Sigma-Aldrich) (Kleinfeld et al., 1994; Kawahara et al., 1997). The
isolated brain preparation was incubated with 86 uM Di-4-ANEPPS for 50 min, and
imaged using a sSCMOS camera (Zyla, Andor) and an upright microscope (E-FNI,
Nikon) with a 16x objective (NA=0.8). Images were acquired at 20 frames/s. The
excitation wavelength was 517.5-542.5 nm, and the emission wavelength was >575 nm.
A region of interest (ROI) was set on the cell mass of the PC lobe, and the fractional
change in fluorescence intensity was calculated using a custom program for MATLAB.

Electrical stimulation of the superior tentacle nerve (STN) was made using a
suction electrode filled with saline. The stimuli were 3—5 V negative pulses with 1 ms
duration, applied using an isolator (SS-403J, Nihon Kohden). To analyze the phase
dependence of the response, 50—150 recordings were made at intervals of 40 s, during
each of which a single stimulus was applied at a random phase of the LFP oscillation.
In some experiments, NO release was blocked by incubation with 3.7 mM
N®-nitro-L-arginine methyl ester (L-NAME, Sigma-Aldrich) for at least 40 min.

For stimulation with caged NO (Gelperin, 1994), the central ganglia were incubated
in saline containing 500 uM caged NO (potassium pentachloronitrosylruthenate (II),
Alfa Aesar) for 40 min. The preparation was rinsed in saline for 10 min, and then
placed in the recording chamber. NO was uncaged by illuminating the entire PC lobe
with UV light (60-100 ms duration) from a 75 W xenon lamp through the
epi-fluorescent light path of an upright microscope (BX50WI, Olympus) and an
external shutter unit (OSP-EXA, Olympus), a filter set (U-MWU, Olympus; excitation
wavelength 330-385 nm) and a 20x water-immersion objective (UMPIlanFI120%x, NA

0.5). ND filters were inserted in the light path to adjust the LFP frequency increase to
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the same level as for olfactory stimulation (Watanabe et al. 2015) and STN stimulation
(Figure 1). NO uncaging was repeated 50—150 times at 40-s intervals.

For electrical stimulation of the PC lobe, a glass suction electrode with a large tip
diameter (about 200 um) was used. The stimuli were 3—6 V negative pulses with 1 ms
duration. In order to block NO release by the stimulation, L-NAME was added in the

saline. The stimuli were repeated 50-200 times at 40 s intervals.

Whole-cell recording in mouse cerebellar Purkinje cells

The experimental procedures were approved by the local committee for handling
experimental animals in Doshisha University. Cerebellar slices were prepared from
C57BL/6 mice of either sex at post-natal day 19 to 35 as described previously (Hirono
et al.,, 2015). Parasagittal slices (250 um thick) of the cerebellum were cut using a
vibratome (VT12008S, Leica) in an ice-cold extracellular solution containing (in mM)
252 sucrose, 3.35 KCI, 21 NaHCO;, 0.6 NaH,;PO4, 9.9 glucose, 0.5 CaCl,, and 10
MgCl, and gassed with a mixture of 95% O, and 5% CO, (pH 7.4). The slices were
maintained at room temperature for at least 1 h in a holding chamber, where they were
submerged in the artificial cerebrospinal fluid (ACSF) containing (in mM) 138.6 NaCl,
3.35 KCl, 21 NaHCOs, 0.6 NaH,POs, 9.9 glucose, 2 CaCl,, and 1 MgCl, (bubbled with
95% O, and 5% CO; to maintain the pH at 7.4). Individual slices were transferred to a
recording chamber attached to the stage of a microscope (BXS51WI, Olympus) and
superfused with oxygenated ACSF. Purkinje cells were visually identified under
Nomarski optics with a 60x water-immersion objective (NA 0.90). After establishing
the whole-cell patch-clamp, spontaneous action potentials of Purkinje cells were
recorded with the whole-cell current-clamp mode using MultiClamp 700B (Molecular
Devices). Patch pipettes (2—4 MQ) were filled with the internal solution containing (in

mM) 120 K gluconate, 9 KCI1, 10 KOH, 10.0 Na-HEPES, 4 NaCl, 17.5 sucrose, 10
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phosphocreatine, 3 Mg-ATP, and 0.4 Na-GTP (pH 7.4). The external solution
contained 100 uM picrotoxin, and the bath solution was kept at 30-31°C. The signals
were low-pass filtered at 10 kHz and sampled at 20 kHz. A depolarizing current
(0-100 pA) was injected to keep the baseline firing rate at 60—100 Hz. Current steps of
100 ms or pulses of 1 ms duration (amplitude 50-100 pA) were repeated 100—400 times

at an interval of 0.5-2 s.

Calculation of the phase-response relationship
The LFP in the Limax PC lobe and spikes of Purkinje cells were analyzed using a
custom program for MATLAB (MathWorks). The phase was defined as the time from
the peaks of the LFP or spikes divided by the cycle period and multiplied by 27 (i.e. the
peaks have phase 0 and the center points between the peaks have phase m). The
absolute phase @ of the stimulus was defined as:
O=2x -t)/T,

where t; is the time of the stimulus, ty is the time of the peak just before the stimulus,
and T is the average cycle period (average of three cycles) before the stimulus. The
phase shifting in the subsequent peaks was analyzed by a method similar to the
traditional PRC. However, we extended the phase-response analysis to three cycles of
oscillations following the stimuli, as opposed to just one in the traditional method, to
better fit the data. This was required to isolate the linear trend and periodic
components which arise as a consequence of long-lasting inputs. The phase shift for
the first peak following the stimulus was given by

S, =2x(t,+T-t)/T,
where t; is the time of the first peak after the stimulus. The phase shifts for the second

and third peaks after the stimulus were given by

S, =27(t,+2T —t,)/T,

10
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and
S, =2x(t,+3T -t,)/T,

respectively, where t, and t; are the times of the second and third peaks. Because the
phase shifts of the second and third peaks are the consequence of the stimuli applied one
and two cycles earlier, the stimulus phases for the second and third peaks were
considered as smaller by 2w and 4m than for the first peak. In order to treat the
stimulus phases consistently, the relative stimulus phases for the first, second and third
peaks were defined as 6, = @ -2n, 6, = O —4n and 6 = O —6m; by this definition, the
relative stimulus phase that coincides with the peak is 0, and that of the stimuli applied
at other timings has negative values. The phase shifts were plotted against the relative
stimulus phases as S; vs. @1, Sy vs. @, and S; vs. @3 on the same axes (Figure 1C).
The assembly of the data obtained by repeated stimuli forms a continuous curve, usually
involving a periodic component representing phase-dependent effects and a linear trend.
01, 8, and 03 were collectively denoted as €, and S, S; and S; were denoted as S, with
a subscript representing the type of the stimulus.

The phase lag was calculated from the difference between the peak times of the LFP
events recorded at the apical and basal sites. The phase lag was measured for three
LFP peaks after the stimulus, and was normalized by the average of the phase lag for
three LFP cycles before the stimulus. The normalized phase lag was plotted against &

at the apical site, in the same way as the phase shift.

Data fitting and statistical analysis

A step input can be interpreted as a continuum of pulses. Assuming linearity, the
phase shift in response to a step input is approximated by the integral of the
phase-response plot with pulses. Because the NO-induced depolarization in the B

neuron in the PC lobe decays relatively slowly, we used the step function assumption to

11
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fit the data. For the LFP of the Limax PC lobe, the traditional PRC is the plot of the
phase shift in response to direct electrical pulse stimuli to the PC lobe (Sg(6), Figure 5C),
and this was fitted by a cosine curve of the form:
a, +a, cos(6 — @), (D
where ¢ is the peak phase. For STN stimulation and NO uncaging, which have a
long-lasting effect, the phase-response relationships Ssrn(6) (Figure 1D) and Sno(6)
(Figure 2F) were fitted by the integral of Sg(6) from &to 0, which is written as:
a,—a,0—a,sin(@-¢). 2)
For cerebellar Purkinje cells, the traditional PRC is obtained following brief
depolarizing current pulses (Spuise(8), Figure 6D), and was fitted by a cosine curve with

variable peak width:
a, +a, cos[0—¢+ }/sin(&—(b)], (3)

where the parameter y represents the peak width. The response for the step input
(Sstep( ), Figure 6C) is fitted by the integral of Spyis(6) from Gto 0:
ao—a19+aZI:cos[n—¢+ ysin(n—¢)dn . 4)
Because the phase-response plot for Purkinje cells showed a relatively large dispersion,
the plot was fitted in the range between —4m and 0. The data were fitted by the least
squares method using a custom MATLAB program.
The effect of the decay time constant on phase shifting was evaluated by calculation
of the peak phases in the convolution of the PRC (formula (1), with ap= 0 and ¢ = 1)

and an exponentially decaying input with normalized decay time constant A:
[Mcos(m-9)exp[-(n-6)/4]dn . 5)
This was calculated for the peak after the onset of the input, and the difference in the

calculated peak phase from that with pulse stimuli (PRC, A= 0) is plotted (Figure 5F).

With a step function input (4 = o), the difference in the peak phase will be 7/2.

12
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For statistical analysis of circular data, Igor Pro (WaveMetrics) was used. For the
test of non-uniformity in the distribution of the phase, the Rayleigh test was used. For
comparison of the mean phases of two independent groups, the Watson-Williams
(parametric) test was used. For comparison of two related phases, the two-sample
parametric test was used. For comparison of non-circular data from two independent
groups, the unpaired t-test was used. The error bars in the figures represent the SEM

(circular SEM for the circular data).

Results

Phase-dependent effects of NO-mediated long-lasting depolarizations

The LFP recorded from the Limax PC lobe exhibited a periodic oscillation. In the
isolated brain preparation, the STN was stimulated through a suction electrode (Figure
1A). This evokes a single action potential in NB neurons in the PC lobe, which
presumably induces NO release as seen for olfactory stimulation (Watanabe et al. 2015).
From the morphology of the PC lobe and distribution of NADPH diaphorase activity
(Matsuo and Ito, 2009), STN stimulation presumably induces uniform NO release in the
PC lobe (Figure 1B). In order to characterize effects of STN stimulation on the
membrane potential of B neurons, voltage imaging was made in the PC lobe. The cell
mass of the PC lobe shows periodic changes in the fluorescence of the voltage-sensitive
dye, and this corresponds to periodic changes in the membrane potential synchronized
with the LFP oscillation (Delaney et al., 1994). The optical signal from the PC lobe
includes both B and NB neuron components (Kleinfeld et al., 1994), and since B
neurons project in the cell mass while NB neurons project in other layers (Watanabe et

al., 1998), a large fraction of the optical signal from the cell mass is expected to reflect

13
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the membrane potential of B neurons. STN stimulation evoked a long-lasting
depolarization with a peak amplitude of 0.247+0.043% (N=6) (Figure 1C). The decay
time constant of the depolarization was 3.93+0.77 s (N=6). STN stimulation also
increased the frequency of the periodic depolarizations, and the frequency gradually
declined during the decay phase.

STN stimulation increased the LFP frequency for several seconds, and advanced the
LFP peaks after the stimulus from the times expected in the absence of the stimulus
(Figure 1D). The frequency increase by STN stimulation was 38.0+8.4% (N=10), and
this was similar to olfactory stimulation (about 40%, Watanabe et al. 2015). In order
to reveal the phase dependence of the effect, STN stimulation was repeated at various
phases and phase shifting was analyzed for the three LFP peaks following the stimulus.
The phase-response plot thus obtained (Ssrn(#)) was the sum of a line with negative
slope and a periodic curve with period 2r (Figure 1E).

The negative slope indicates a step-like increase in the oscillation frequency
following stimulation, which shifts the peaks after the stimulus by an amount
proportional to the time after the stimulus. The point where the curve crosses the
horizontal axis represents the negative of the latency of the effect in units of phase.
This point was close to zero, which indicates that the latency is short compared to the
cycle period of the LFP oscillation.  Fitting of the plot revealed a nearly constant phase
(¢ in formula (2)) among the samples (3.90+0.28 rad, circular mean+SEM), which was
significantly non-uniformly distributed (Rayleigh test, P=0.030[a], N=10).

When L-NAME was added to the bath solution, both the linear and periodic
components in the phase-response plot disappeared (Figure 1F). Both the slope of the
linear trend and the amplitude of the periodic component were decreased by L-NAME
(Figures 1G, 1H; slope for saline, 0.254+0.04, mean+SEM; slope for L-NAME,

0.004+0.013; unpaired t-test, P=0.00010[b]; amplitude for saline, 0.701+0.114 rad;
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amplitude for L-NAME, 0.279+0.086 rad; unpaired t-test, P=0.0091[c]; N=10 for saline
and N=9 for L-NAME). This suggests that NO released by STN stimulation not only
increased the frequency of the LFP oscillation, but also had a phase-dependent effect
that is sensitive to stimulus timing on a sub-second time scale.

Although the effects of STN stimulation suggest phase-dependent action of NO,
there is also the possibility that STN stimulation triggers NO release through a
phase-dependent mechanism while the action of NO is not phase-dependent.
Therefore, we used NO uncaging to activate B neurons independently of the activity of
NB neurons and the process of NO release (Figure 2A). Voltage-clamp recording in a
B neuron in the presence of octanol revealed that NO uncaging by brief UV illumination
evokes a long inward current with a fast onset, which gradually decayed (Figure 2B).
The peak amplitude of the current was 2.71+£0.48 pA (N=5). The rise time of the
current (time from 20% to 80% of the peak) was 16528 ms (N=5), and the decay time
was 2.53+0.47 s (N=5). Under the current-clamp mode in normal saline, B neurons
showed periodic depolarizations, which previous work showed are synchronized with
the LFP oscillation (Kleinfeld et al. 1994). NO uncaging depolarized the membrane
potential (measured at the bottom between the periodic depolarizations) by 2.56+1.00
mV (N=5) (Figure 2C). The NO-induced depolarization decayed with a time constant
of 4.43+1.42 s (N=5). NO uncaging increased the frequency of the periodic
depolarizations, and the frequency gradually declined during the decay phase. The
plot of the peak interval against the membrane depolarization showed a clear correlation
(Figure 2D). The slope of the plot was 25.0+10.0%/mV (N=5), which shows how the
membrane depolarization by NO is translated to the shift in the LFP timing.

Uncaging of NO in the entire PC lobe increased the frequency of the LFP
oscillation for a few seconds (Figure 2E). NO uncaging evoked a frequency increase

(27.1£3.2%, N=16) which was similar to the effects of intrinsic NO released by STN
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stimulation (Figure 1), indicating that NO uncaging evokes responses in the
physiologically relevant range. The phase-response plot with NO uncaging, Sno(6),
had a linear trend of negative slope and a periodic component (Figure 2F). Fitting of
the plot revealed a nearly constant phase (¢ in formula (2)) among the samples, which
was significantly non-uniformly distributed (3.24+0.18 rad; Rayleigh test,
P=3.5x10"*[d], N=16). The slope of the linear trend and the amplitude of the periodic
component in the preparations loaded with caged NO were significantly larger than in
the control preparations not loaded with caged NO (Figures 2G, 2H; slope for the caged
NO group, 0.206+0.020; slope for the control group, 0.0194+0.003; unpaired t-test,
P=1.1x10""[e]; amplitude for the caged NO group, 0.540-£0.082 rad; amplitude for the
control group, 0.101+0.025 rad; P=9.15><10’5[t]; N=16 for NO, N=12 for control).
This suggests that the action of NO on the oscillatory activity of B neurons is

phase-dependent.

Effects of NO-mediated inputs on network synchrony

The LFP oscillation in the PC lobe has a phase lag along the apex to base axis. Each
part of the PC lobe has a self-oscillating property (Ermentrout et al., 1998). We made
a dual LFP recording and examined the effects of STN stimulation or NO uncaging on
the phase lag (Figures 3A, 3C). The phase lag decreased in response to STN
stimulation applied just before the LFP peak (phase > —r), and increased in response to
STN stimulation applied around the previous LFP peak (phase ~ —2r) (Figures 3B, 3E,
3F). In the presence of L-NAME, most of the changes in the phase lag disappeared
(Figures 3G, 3H). L-NAME blocked both the decrease in the phase lag (average
between —0.6m and —0.1mw) (Figure 3K; saline, 39.0+6.9%; L-NAME, 9.2+4.3%;
unpaired t-test, P=0.0023[g]; N=10 for saline and N=9 for L-NAME) and the increase in

the phase lag (average between —2.1m and —1.7rm) (Figure 3L; saline, 60.7+23.5%;
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L-NAME 4.0+6.4%; unpaired t-test, P=0.0415[h]; N=10 for saline and N=9 for
L-NAME).

The phase lag between the apical and basal sites also changed following NO
uncaging in a phase-dependent manner (Figures 3D, 31, 3J). The stimulus phases that
evoked the largest decrease and largest increase in the phase lag were similar to those
with STN stimulation. The decrease in the phase lag (average between —0.61 and
—0.1m) and the increase in the phase lag (average between —2.2m and —1.7m) in the
preparations loaded with caged NO were larger than in the control preparations not
loaded with caged NO (Figures 3M, 3N; decrease for the caged NO group, 17.0+6.1%;
decrease for the control group, —1.5+2.0%; unpaired t-test, P=0.027[i]; increase for the
caged NO group, 44.2+9.7%; increase for the control group, —3.4+2.0%; unpaired
t-test, P=0.0040[j]; N=6 for NO and N=6 for control). These results suggest that the
changes in the synchrony following STN stimulation are mediated by the

phase-dependent action of NO.

Spike phases of putative NO-releasing neurons

The apical and basal sites of the PC lobe have different phases (apical sites are more
advanced in phase), and hence different amounts of phase shifting to common input at
any particular instance. The different amount of phase shifting leads to either
synchronization or desynchronization depending on the phase of the input (Figure 4A).
The NB neurons of the PC lobe presumably release NO (Matsuo and Ito, 2009), and
firing of the NB neurons at some phases will decrease the phase lag, while at other
phases it will increase the phase lag. In order to clarify the actual phase of firing of
NB neurons, current-clamp recording was made, and the spike phases were analyzed.
Input from the STN is first transmitted to NB neurons, and then to B neurons (Inoue et

al., 2000). NB neurons receive periodic IPSPs from B neurons, which are mediated by
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glutamate (Matsuo et al., 2009). The IPSP has been considered to be the major source
of the LFP and occurs nearly synchronously with the LFP (Kleinfeld et al., 1994).

NB neurons appeared to fire preferentially at late phases where the membrane
potential is depolarized (Figure 4B). A total of 42 NB neurons were analyzed, and the
spikes were categorized according to the number of spikes that occurred in the IPSP
interval (period between the IPSPs). When just one spike occurred in the IPSP interval,
the spike phase was significantly non-uniformly distributed (Rayleigh test, 2.3x10*[k]),
and the mean spike phase (relative to the IPSP troughs) was 5.05+0.57 rad (circular
mean£SD, N=238). This corresponds to the phase in which STN stimulation or NO
uncaging was most effective at synchronizing the LFP (Figures 3F, 3J). With more
spikes per cycle, the range of spike timing slightly extended to an earlier phase (two
spikes per interval, 4.6140.77 rad, N=336; 3 spikes per interval, 4.33+0.83 rad, N=162),
but these ranges were still in the preferred phase for LFP synchronization (Figure 4C).
These results suggest that the NB neurons tend to fire at a phase that matches the

synchronizing timing of NO (Figure 4D).

Relationship between long-lasting and pulse inputs

The data presented above show that modulation of synchrony is dependent on the
stimulus phase, and this suggests that the phase-dependent component of Sgrn(6) or
Sno(6) is the cause of synchrony. However, the phase-response plot for the
NO-mediated inputs was distinct from the traditional PRC. Therefore, we examined
how the phase-response relationship for NO-mediated input is related to the PRC. To
record the response to brief electrical pulses, the PC lobe was directly stimulated using a
large suction electrode that covered about half of the PC lobe, while the LFP was
recorded at a nearby position (Figures 5A, 5B). In order to block the release of NO in

response to the electrical stimulation, L-NAME was added to the saline solution. The
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plot of Sg(6) thus obtained had a periodic curve without a linear trend (Figure 5C).
The peak phase (¢ in formula (1)) was significantly non-uniformly distributed (Rayleigh
test, P=1.90x 104[1], N=11). In order to test the hypothesis that Syo(6) has the form of
the integral of the traditional PRC, two parameters were calculated for —dSxo(6)/d€ and
Se(6): the peak phase and the ratio of the negative component to the amplitude. The
peak phase (¢ in formula (1)) was not significantly different for —~dSno(&)/d@and Sg(6)
(Figure 5D; NO uncaging, 3.24+0.18 rad; electrical stimulation, 3.04+0.20 rad;
Watson-Williams test, P=0.527[m]; N=16 for NO uncaging and N=11 for electrical
stimulation). The ratio of the negative component to the amplitude (b/a shown in
Figure 5C) also demonstrated no significant difference for —dSno(6)/d@and Sg(6)
(Figure 5E; NO uncaging, 0.299+0.031; electrical stimulation, 0.259+0.033; unpaired
t-test, P=0.391[n]; N=16 for NO uncaging and N=11 for electrical stimulation). These
results suggest that Syo(6) can be explained as the integral of Sg(6), and that the phase
shift in response to a continuous stimulus is approximated by the integral of the
response to brief pulses. Because of gradual decay of the depolarization by NO
uncaging, the depolarization is not strictly a step function. However, estimation of the
peak phase of the phase-response plot with exponentially decaying inputs showed that
with a decay time constant comparable to the cycle period of oscillation, the peak phase
is nearly identical with that with a step function (Figure 5F).

Although the results presented above suggest phase-dependent modulation of the
network activity involved in sensory processing in Limax, detailed mechanisms are
difficult to identify, because NO induces depolarization in a number of B neurons whose
characteristics have not been fully understood, and only LFP was used for the analysis
of the phase-response relationship. Therefore, we also examined the phase-response
relationship in the regular spiking of single cerebellar Purkinje cells, and asked whether

a similar relationship is obtained between long-lasting inputs and the PRC. We made

19



]
O
-
O
Vp)
)
-
(O
>
O
)
)
O
()
O
O
<(
O
S
>
(D)
Z
@

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

current-clamp recording in a cerebellar Purkinje cell and injected a tonic depolarizing
current to induce regular 60-100 Hz spiking. Previous studies revealed that Purkinje
cells exhibit a PRC with clear phase dependence at high firing rates (Phoka et al. 2010).
Current steps (duration: 100 ms) and pulses (1 ms) were then applied alternately to
construct phase-response plots. Step depolarizing stimuli of 50-100 pA increased the
firing frequency of Purkinje cells by 28.544.4% (N=8) (Figure 6A). The frequency
remained nearly constant during the stimuli. The phase-response plot (Sscp(6)) had a
periodic component with a negative trend (Figure 6C). In contrast, pulse stimuli
shifted the spike timing without a continuous change in the firing frequency (Figure 6B),
and the phase-response plot (Spuise(6)) showed a periodic component without a linear
trend (Figure 6D). These plots were fitted by formulae (4) and (3), respectively. In
contrast to the Limax LFP (Figure 5), both —dS.,(6)/d6 (Figure 6C, bottom) and
Spuise(6) had on average no negative component, which is characteristic of type 1
oscillators (Ermentrout 1996) and consistent with a previous report (Phoka et al. 2010).
For both Sgep(6) and Spyise( ), the phases (¢ in formulae (4) and (3), respectively) were
significantly non-uniformly distributed (Rayleigh test, Syep(6), P=3.78x10"[0] and
Sputse(0), P=1.00><10‘4[p]; N=11). The peak phases of —dSc,(6)/d6 and Spus( ) were
not significantly different (Figure 6E; —dSg,(6)/d6, 4.82+0.08 rad; Spus(6), 5.05+0.24
rad; paired two-sample test, P=0.067[q]; N=8). The ratios of the negative component
of —dSyep(6)/d6 and S,use(6) were also not significantly different (Figure OF;
—0Sep(6)/d6, —0.064+0.035; Syyise( @), —0.069+0.084; paired t-test, P=0.954[r]; N=8).

These results suggest that Sg.p(6) matches the integral of Spyise(6).

Discussion
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Phase-dependent effects of long-lasting depolarization on phase shifting

In the present study, we analyzed the phase-response relationships for spatially
homogeneous NO-mediated input in the Limax PC lobe and step current input in
cerebellar Purkinje cells. By extending the phase-response plot to three cycles of
oscillations, linear trend and periodic components were clearly discriminated. The
phase-response relationship with long-lasting inputs (Sstn(6) and Sno(6) in Limax LFP
and Sgp(6) in cerebellar Purkinje cell spikes) consisted of a periodic component and a
linear component with a negative slope, indicating a constant frequency increase and a
phase-dependent effect. The analysis of the phase-response plots revealed contrasting
dynamics for the two systems. Oscillatory systems are categorized into type 1 and
type 2 based on the shape of the PRC (Ermentrout, 1996). In the Limax PC lobe, Sg(6)
and —dSno(6)/d @ showed a negative component, which suggests that the LFP oscillation
of the PC lobe should be categorized as type 2. Type 2 oscillators have a resonating
property and are easily entrained to external input (Izhikevich, 2000, 2006). This is
reasonable for the PC lobe, since it shows strong phase locking within the network. In
contrast, cerebellar Purkinje cells had a type 1 PRC, because Spuise(6) and —dSyc,()/d 8
demonstrated no negative component. This is consistent with previous reports that
Purkinje cells have a type 1 PRC and the properties of an integrator (Phoka et al., 2010;
Couto et al., 2015).

As the long-lasting function is approximated by a train of pulses, the phase shifting
in response to a long-lasting function was predicted to be the integral of the phase
shifting in response to pulses, as long as the linear relationship holds. In other words,
the PRC is obtained by differentiating the phase-response plot by step inputs. This
relationship was confirmed both in the LFP oscillation in the Limax PC lobe and the
spikes in the cerebellar Purkinje cells, the two contrasting systems having different

types of PRC (type 2 for the PC lobe and type 1 for Purkinje cells) and frequencies that
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differ by two orders of magnitude. In addition, the phase-response plot in Purkinje
cells often exhibited a smaller variance for step stimuli than for pulse stimuli,
suggesting a potential advantage of the use of step stimuli for phase-response analysis.

Another advantage of using the phase-response plot is that it enables
characterization of the properties of neural transmission without observing synaptic
potentials. This is advantageous when synaptic potentials are too small or difficult to
isolate in the presence of spontaneous activities, or even when only field potentials can
be recorded. We utilized the phase-response plot to evaluate fast transmission in the
PC lobe and found the involvement of NO an essential part of the fast transmission from
NB to B neurons.

The analysis of the LFP oscillation in the Limax PC lobe has limitations, since the
response to NO may vary among the neurons constituting the network while only LFP is
analyzed, and the response to NO is not a step function but decays exponentially with
variable time constants. In contrast, the mechanisms underlying the dynamics of
cerebellar Purkinje cells have been better studied (Fernandez et al., 2007). In both
systems, however, oscillatory dynamics are generated by a number of electrical
elements, and detailed quantitative data are required to reproduce the activity, which is
still a challenge. On the other hand, qualitatively similar dynamics can arise from
apparently distinct systems. Combining the results from the two contrasting systems
will clarify essential properties of oscillatory activities, which are ubiquitous in the

CNS.

Effects of long-lasting depolarization on network synchronization
Our data suggest that modulation of spatial synchrony within the network can also be
explained by the phase-response plot. STN stimulation and NO uncaging in the Limax

PC lobe modified the spatial synchrony in a phase-dependent manner, and this
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presumably reflects the local phase-response relationship. The largest decrease in the
phase lag corresponded to the largest negative slope in Syo(6), and the largest increase
in the phase lag corresponded to the largest positive slope in Syo(6) (compare Figures
1D and 3F or Figures 2C and 3J). These results suggest that the changes in the phase
lag are explained by the spatial difference in phase shifting (Figure 4A). For a
negative slope, the amount of phase shift for the basal oscillator is larger than for the
apical oscillator, and thus, enhances synchrony. For a positive slope, the amount of
phase shift for the basal oscillator is smaller than for the apical oscillator, and thus,
diminishes synchrony. Synchronization depends only on the slope of the
phase-response plot, irrespective of what kind of stimuli are used. ~ Similarly, step input
presumably synchronizes Purkinje cell spikes, as judged from the phase-dependent
nature of the phase-response plot.

A previous study showed that olfactory stimulation synchronizes the oscillation in
the PC lobe (Delaney et al., 1994). In contrast, stimulation of the STN or NO
uncaging induced both synchronization and desynchronization of the oscillation
depending on the phase of the stimuli. Continuous release of NO at random phases
will average out the response. This suggests that the timing of NO release should be
regulated for a response in a specific direction. We found that periodic feedback
inhibition of the NB neurons by B neurons restricts the timing of NO release to the
preferred phase for synchronization (Figure 4C). Although other mechanisms may
exist for olfactory stimulus-evoked synchronization of the LFP oscillation, such as
interaction between NB neurons (Ermentrout et al., 2004), the results of the present
study suggest a novel simple mechanism to generate a stereotyped response in neural

synchrony.

Physiological significance of synchronization
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Dynamic synchronization of neural activity is considered to be essential for sensory
processing. The Limax PC lobe is a higher-order olfactory center, and unlike the
olfactory bulb of mammals and the antennal lobe of insects, it lacks clear structural
boundaries such as glomeruli. However, traveling waves along the apex-base axis
seem to produce a dynamic assembly of neurons by temporally separating the activity
from other groups. The neurons clustered in a band-shaped domain, which are
simultaneously activated during wave propagation, have been proposed to be memory
units (Kimura et al., 1998a, 1998b; Ermentrout et al., 2001). Transient enhancement of
spatial synchrony may assist interaction between the domains. The higher-order
learning that Limax can perform requires the association of a novel stimulus with a
previously learned memory (Sahley et al., 1981). Spike timing-dependent plasticity
(Feldman, 2012) may help to establish the association of different units during the
period of enhanced synchrony. The encoding of information in such networks can be
more flexible than in structurally defined neuron groups.

Although rate coding has been considered to be the major form of information
processing in the cerebellum, recent studies have also suggested the importance of
spatiotemporal coding (De Zeeuw et al., 2011). Synchronized oscillation in the field
potential or Purkinje cell spikes occurs mainly as a consequence of common parallel
fiber input (Heck et al., 2007; Person and Raman, 2012), although direct synaptic
connections between Purkinje cells also serve to synchronize spikes in juvenile animals
(De Solages et al., 2008; Watt et al., 2009). Compared to the high frequency firing of
Purkinje cells, fast glutamatergic synaptic potentials have a relatively long duration that
may continue over the course of several spike intervals (Sakurai, 1987). The effect of
synaptic input is therefore better treated as a step input than as a pulse. The results of
the present study suggest that such synaptic inputs can potentially modify synchrony

among Purkinje cells depending on the phase.
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Dynamic effects of NO

We revealed that NO has phase-dependent effects on the LFP oscillation of the Limax
PC lobe. This is striking because the effects of neuromodulators are generally slow
and have been considered to carry little temporal information. We suggest that the
rapid onset of the action of NO is essential for the phase-dependent effects. In fact,
activation of guanylyl cyclase, which mediates the main pathway of an NO-induced
response, takes as little as a few milliseconds (Bellamy and Garthwaite, 2001), and NO
uncaging evoked a current with an onset time constant much shorter than the cycle
period for LFP oscillation (Figure 2B).

NO is a highly diffusive gaseous transmitter involved in various functions in the
CNS, including regulation of neurotransmission, synaptic plasticity and neural
excitability (Philippides et al., 2000; Calabrese et al., 2007; Hardingham et al., 2013).
NO is also involved in precise olfactory recognition (Sakura et al., 2004) and learning
(Yabumoto et al., 2008) in Limax. Although the involvement of NO in neural
transmission in the PC lobe has been shown (Gelperin, 1994; Gelperin et al., 2000;
Watanabe et al., 2015), the present results suggested that NO is essential for the
dynamic effects of olfactory stimulation. We showed that L-NAME blocks, and NO
uncaging mimics, the effects of STN stimulation. These data suggest that NO
mediates most of the presumed fast transmission from NB neurons to B neurons, the

transmitter of which has been unidentified (Inoue et al., 2000).

25



]
O
-
O
Vp)
)
-
(O
>
O
)
)
O
()
O
O
<(
O
S
>
(D)
Z
@

629

630

631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663

References

Bao W, Wu J-Y (2003) Propagating wave and irregular dynamics: spatiotemporal
patterns of cholinergic theta oscillations in neocortex in vitro. J Neurophysiol
90:333-341.

Bellamy TC, Garthwaite J (2001) Sub-second kinetics of the nitric oxide receptor,
soluble guanylyl cyclase, in intact cerebellar cells. J Biol Chem 276:4287-4292.

Bosman CA, Lansink CS, Pennartz CMA (2014) Functions of gamma-band
synchronization in cognition: from single circuits to functional diversity across
cortical and subcortical systems. Eur J Neurosci 39:1982—-1999.

Buszaki G (2011) Rhythms of the Brain. Oxford University Press.

Calabrese V, Mancuso C, Calvani M, Rizzarelli E, Butterfield DA, Stella AMG (2007)
Nitric oxide in the central nervous system: neuroprotection versus neurotoxicity.
Nat Rev Neurosci 8:766—-775.

Canavier CC (2015) Phase-resetting as a tool of information transmission. Curr Opin
Neurobiol 31:206-213.

Couto J, Linaro D, De Schutter E, Giugliano M (2015) On the firing rate dependency of
the phase response curve of rat purkinje neurons in vitro. PLoS Comput Biol
11:¢1004112.

De Solages C, Szapiro G, Brunel N, Hakim V, Isope P, Buisseret P, Rousseau C,
Barbour B, Léna C (2008) High-frequency organization and synchrony of activity
in the purkinje cell layer of the cerebellum. Neuron 58:775-788.

De Zeeuw CI, Hoebeek FE, Bosman LWJ, Schonewille M, Witter L, Koekkoek SK
(2011) Spatiotemporal firing patterns in the cerebellum. Nat Rev Neurosci
12:327-344.

Delaney KR, Gelperin A, Fee JS, Flores JA, Gervais R, Tank DW, Kleinfeld D (1994)
Waves and stimulus-modulated dynamics in an oscillating olfactory network. Proc
Natl Acad Sci U S A 91:669-673.

Ermentrout B (1996) Type I membranes, phase resetting curves, and synchrony. Neural
Comput 8:979-1001.

Ermentrout B, Flores J, Gelperin A (1998) Minimal model of oscillations and waves in
the Limax olfactory lobe with tests of the model’s predictive power. J
Neurophysiol 79:2677-2689.

Ermentrout B, Wang JW, Flores J, Gelperin A (2001) Model for olfactory

discrimination and learning in Limax procerebrum incorporating oscillatory

26



]
O
-
O
Vp)
)
-
(O
>
O
)
)
O
()
O
O
<(
O
S
>
(D)
Z
@

664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699

dynamics and wave propagation. J Neurophysiol 85:1444-1452.

Ermentrout B, Wang JW, Flores J, Gelperin A (2004) Model for transition from waves
to synchrony in the olfactory lobe of Limax. J Comput Neurosci 17:365-383.
Ermentrout GB, Kleinfeld D (2001) Traveling electrical waves in cortex: Insights from

phase dynamics and speculation on a computational role. Neuron 29:33—44.

Feldman DE (2012) The spike-timing dependence of plasticity. Neuron 75:556-571.

Fernandez FR, Engbers JDT, Turner RW (2007) Firing dynamics of cerebellar purkinje
cells. J Neurophysiol 98:278-294.

Frien A, Eckhorn R (2000) Functional coupling shows stronger stimulus dependency
for fast oscillations than for low-frequency components in striate cortex of awake
monkey. Eur J Neurosci 12:1466—1478.

Galan RF, Ermentrout GB, Urban NN (2005) Efficient estimation of phase-resetting
curves in real neurons and its significance for neural-network modeling. Phys Rev
Lett 94:158101.

Gelperin A (1994) Nitric oxide mediates network oscillations of olfactory interneurons
in a terrestrial mollusc. Nature 369:61-63.

Gelperin A (2006) Olfactory computations and network oscillation. J Neurosci
26:1663-1668.

Gelperin A, Flores J, Cooke IRC (2000) Nitric oxide and carbon monoxide modulate
oscillations of olfactory interneurons in a terrestrial mollusk. J Neurophysiol
83:116-127.

Gray CM (1999) of Visual Feature Integration : Still Alive and Well. Neuron 24:31-47.

Gutkin BS, Ermentrout GB, Reyes AD (2005) Phase-response curves give the responses
of neurons to transient inputs. J Neurophysiol 94:1623-1635.

Hardingham N, Dachtler J, Fox K (2013) The role of nitric oxide in pre-synaptic
plasticity and homeostasis. Front Cell Neurosci 7:190.

Heck DH, Thach WT, Keating JG (2007) On-beam synchrony in the cerebellum as the
mechanism for the timing and coordination of movement. Proc Natl Acad Sci U S
A 104:7658-7663.

Hirono M, Ogawa Y, Misono K, Zollinger DR, Trimmer JS, Rasband MN, Misonou H
(2015) BK channels localize to the paranodal junction and regulate action
potentials in myelinated axons of cerebellar Purkinje cells. J Neurosci
35:7082-7094.

Huang X, Xu W, Liang J, Takagaki K, Gao X, Wu J-Y (2010) Spiral wave dynamics in
neocortex. Neuron 68:978-990.

Inoue T, Watanabe S, Kawahara S, Kirino Y (2000) Phase-dependent filtering of

27



]
O
-
O
Vp)
)
-
(O
>
O
)
)
O
()
O
O
<(
O
S
>
(D)
Z
@

700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735

sensory information in the oscillatory olfactory center of a terrestrial mollusk. J
Neurophysiol 84:1112—1115.

Izhikevich EM (2000) Neural excitability, spiking, and bursting. Int J Bifurc Chaos
10:1171-1266.

Izhikevich EM (2006) Dynamical Systems in Neuroscience. MIT Press.

Kawahara S, Toda S, Suzuki Y, Watanabe S, Kirino Y (1997) Comparative study on
neural oscillation in the procerebrum of the terrestrial slugs Incilaria bilineata and
Limax marginatus. 1861:1851-1861.

Kimura T, Suzuki H, Kono E, Sekiguchi T (1998a) Mapping of interneurons that
contribute to food aversive conditioning in the slug brain. Learn Mem 4:376-388.

Kimura T, Toda S, Sekiguchi T, Kawahara S, Kirino Y (1998b) Optical recording
analysis of olfactory response of the procerebral lobe in the slug brain. Learn Mem
4:389-400.

Kleinfeld D, Fee MS, Flores JA, Tank DW, Gelperin A (1994) Dynamics of
propagating waves in the olfactory network of a terrestrial mollusk : An electrical
and optical study. J Neurophysiol 72:1402—1419.

Lam YW, Cohen LB, Wachowiak M, Zochowski MR (2000) Odors elicit three different
oscillations in the turtle olfactory bulb. J Neurosci 20:749-762.

Lengyel M, Kwag J, Paulsen O, Dayan P (2005) Matching storage and recall:
hippocampal spike timing-dependent plasticity and phase response curves. Nat
Neurosci 8:1677-1683.

Lubenov E V, Siapas AG (2009) Hippocampal theta oscillations are travelling waves.
Nature 459:534-539.

Matsuo R, Ito E (2009) A novel nitric oxide synthase expressed specifically in the
olfactory center. Biochem Biophys Res Commun 386:724—728.

Matsuo R, Kobayashi S, Watanabe S, Namiki S, linuma S, Sakamoto H, Hirose K, Ito E
(2009) Glutamatergic neurotransmission in the procerebrum (olfactory center) of a
terrestrial mollusk. J Neurosci Res 87:3011-3023.

Person AL, Raman IM (2012) Synchrony and neural coding in cerebellar circuits. Front
Neural Circuits 6:1-15.

Philippides A, Husbands P, O’Shea M (2000) Four-dimensional neuronal signaling by
nitric oxide: a computational analysis. J Neurosci 20:1199-1207.

Phoka E, Cuntz H, Roth A, Hausser M (2010) A new approach for determining phase
response curves reveals that purkinje cells can act as perfect integrators. PLoS
Comput Biol 6:¢1000768.

Sahley CL, Rudy JW, Gelperin A (1981) An analysis of associative learning in a

28



]
O
-
O
Vp)
)
-
(O
>
O
)
)
O
()
O
O
<(
O
S
>
(D)
Z
@

736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765
766
767
768
769

770

terrestrial mollusc. J Comp Physiol 144:1-8.

Sakura M, Kabetani M, Watanabe S, Kirino Y (2004) Impairment of olfactory
discrimination by blockade of nitric oxide activity in the terrestrial slug Limax
valentianus. Neurosci Lett 370:257-261.

Sakurai M (1987) Synaptic modification of parallel fibre-Purkinje cell transmission in
in vitro guinea-pig cerebellar slices. J Physiol 394:463—480.

Stiefel KM, Gutkin BS, Sejnowski TJ (2008) Cholinergic neuromodulation changes
phase response curve shape and type in cortical pyramidal neurons. PLoS One
3:3947.

Tsubo Y, Takada M, Reyes AD, Fukai T (2007) Layer and frequency dependencies of
phase response properties of pyramidal neurons in rat motor cortex. Eur J Neurosci
25:3429-3441.

Wang XJ (2010) Neurophysiological and computational principles of cortical rhythms
in cognition. Physiol Rev:1195-1268.

Watanabe S, Inoue T, Kirino Y (2003) Contribution of excitatory chloride conductance
in the determination of the direction of traveling waves in an olfactory center. J
Neurosci 23:2932-2938.

Watanabe S, Kawahara S, Kirino Y (1998) Morphological characterization of the
bursting and nonbursting neurones in the olfactory centre of the terrestrial slug
Limax marginatus. J Exp Biol 930:925-930.

Watanabe S, Kirino Y, Gelperin A (2008) Neural and molecular mechanisms of
microcognition in Limax. Learn Mem 15:633—-642.

Watanabe S, Takanashi F, Ishida K, Kobayashi S, Kitamura Y, Hamasaki Y, Saito M
(2015) Nitric oxide-mediated modulation of central network dynamics during
olfactory perception. PLoS One 10:¢0136846.

Watt AJ, Cuntz H, Mori M, Nusser Z, Sjostrom PJ, Hausser M (2009) Traveling waves
in developing cerebellar cortex mediated by asymmetrical Purkinje cell
connectivity. Nat Neurosci 12:463-473.

Wu J-Y, Zhang C (2008) Propagating waves of activity in the neocortex: what they are,
what they do. Neuroscientist 14:487-502.

Yabumoto T, Takanashi F, Kirino Y, Watanabe S (2008) Nitric oxide is involved in
appetitive but not aversive olfactory learning in the land mollusk Limax
valentianus. Learn Mem 15:229-232.

29



]
O
-
O
Vp)
)
-
(O
>
O
)
)
O
()
O
O
<(
O
S
>
(D)
Z
@

771

772

773

774

775

776

777

778

779

780

781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

Figure legends

Figure 1. Stimulation of the STN evokes phase-dependent shifting of the LFP
oscillation. (A) Schematic of the experiment. The STN was stimulated by a suction
electrode. LFP was recorded from the surface of the PC lobe. (B) STN stimulation
evokes NO release in the neuropil layer of the PC lobe (shaded area in the diagram
below), which rapidly diffuses to the cell body layer. The B neurons produce
oscillatory activity, and NO is presumed to have uniform effects on B neurons. (C)
Voltage imaging of the PC lobe reveals long-lasting depolarization after STN
stimulation in the cell mass. The trace shows the fractional change of the fluorescence
(negative is upward) from the cell mass. The fluorescence image of the PC lobe is
shown on the right. The apical end of the PC lobe is to the bottom-left. The cell
mass is the area between the blue dotted curves. The red curve shows the ROI. Two
nylon threads fixing the PC lobe (asterisks) are also visible. (D) Response of the LFP
oscillation to STN stimulation. The frequency of the LFP oscillation increases after
STN stimulation. The LFP peaks following the stimulus shift from the times expected
in the absence of the stimulus (dotted vertical lines). The phase-response plot was
constructed as shown below. The phase shifts of the three peaks are denoted as S;, S,
and S;. The phase of the stimulus is @. The relative phase € of the stimulus is
defined so the phase is zero for the unperturbed peak: 6 = @-2r for the first peak, 6=
O-4r for the second peak, and & = @-6n for the third peak. Finally, the phase shifts
Sy, Sz, and S; are plotted against the respective relative phases 6;, 6, and 65, as shown
on the right. (E) Plot of the phase shift following STN stimulation (Sstn(6)) in saline.
A total of 150 stimuli were applied. The red curve shows the fit with formula (2).
(F) Plot of Sstn(6) in L-NAME. A total of 150 stimuli were applied. The red curve

shows the fit with formula (2). (G) Slope of the linear trend (a; in formula (2)) in
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saline and L-NAME. The slope was significantly larger in saline than in L-NAME
(***P<0.001, N=10 for saline, N=9 for L-NAME). (H) Amplitude of the sinusoidal
component (a, in formula (2)) in saline and L-NAME. The amplitude was
significantly greater in saline than in L-NAME (**P<0.01, N=10 for saline, N=9 for
L-NAME).

Figure 2. Uncaging of NO evokes phase-dependent shifting of the LFP. (A)
Schematic of the experiment. NO was uncaged in the entire PC lobe by brief UV
irradiation. (B) Voltage-clamp recording in a B neuron in the presence of octanol,
showing NO uncaging-evoked inward current (holding potential —-60 mV). (C)
Current-clamp recording in a B neuron in normal saline, showing NO uncaging-evoked
slow depolarization and increased frequency of periodic depolarizing events. (D) Plot
of the decrease in the interval of periodic depolarizations against the membrane
potential at the bottom of the interval in the neuron shown in (C). Filled circles are for
the intervals before NO uncaging and open circles are for the intervals after NO
uncaging. The correlation coefficient was 0.795. (E) Response of LFP oscillation to
NO uncaging. (F) Plot of the phase shift following NO uncaging (Sno(6)). A total of
60 stimuli were applied. The red curve shows the fit with formula (2). (G) Slope of
the linear trend (a; in formula (2)) in samples stained with caged NO and unstained
control samples. The slope was significantly larger in stained samples (NO) than in
control samples (¥***P<0.001, N=16 for NO, N=12 for control). (H) Amplitude of the
sinusoidal component (&, in formula (2)) in stained and unstained control samples.
The amplitude was significantly greater in stained samples than in control samples

(***P<0.001, N=16 for NO, N=12 for control).

Figure 3. Stimulation of the STN and NO uncaging evoke phase-dependent
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modification of the spatial synchrony of the LFP. (A) Schematic of the experiment of
STN stimulation. The LFP was recorded at apical (red) and basal (blue) sites on the
PC lobe. (B) An example of the LFP showing modification of synchrony following
STN stimulation. In the upper part, the STN was stimulated at a late phase in the LFP
interval (@=3.541 rad). Expanded LFP events before (a) and after (b) STN stimulation
are shown on the right. STN stimulation decreased the phase lag. In the lower part,
the STN was stimulated at an early phase in the LFP interval (©=0.767 rad). STN
stimulation increased the phase lag. (C) Schematic of the experiment of NO uncaging.
NO was uncaged over the entire PC lobe. (D) An example of the LFP showing
modification of synchrony by NO uncaging.  In the upper part, NO was uncaged at a
late phase in the LFP interval (@=3.164 rad). Expanded LFP events before (a) and
after (b) uncaging are shown on the right. NO uncaging decreased the phase lag. In
the lower part, NO was uncaged at an early phase in the LFP interval (©=0.302 rad).
NO uncaging increased the phase lag. (E) Normalized phase lag after STN stimulation
plotted against the phase of STN stimulation in normal saline. A total of 142 stimuli
were applied. The average and SEM for the data in each of the bins of a size of
0.1m are shown by the red symbols. (F) Averaged plot of the normalized phase lag
after STN stimulation in normal saline (N=6). (G) Normalized phase lag recorded
in L-NAME. A total of 145 stimuli were applied. The average and SEM for the
data in each of the bins are shown by the red symbols. (H) Averaged plot of the
normalized phase lag after STN stimulation in normal L-NAME (N=6). ()
Normalized phase lag after NO uncaging. The average and SEM for the data in each
of the bins of a size of 0.17 are shown by the red symbols. (J) Averaged plot of the
normalized phase lag after NO uncaging (N=6). (K) The decrease in the normalized
phase lag by STN stimulation (average between —0.6m and —0.17) in normal saline and

L-NAME. The decrease was significantly larger in normal saline than in L-NAME
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(**P<0.01, N=10 for saline, N=9 for L-NAME). (L) The increase in the normalized
lag (average between 2.1t and —1.7m) in normal saline and L-NAME. The increase
was significantly larger in normal saline than in L-NAME (¥P<0.05, N=10 for saline,
N=9 for L-NAME). (M) The decrease in the normalized lag (average between —0.67
and —0.1m) by UV illumination in samples stained with caged NO and unstained control
samples. The decrease in the phase lag was significantly larger in stained samples than
in control samples (*P<0.05, N=6 for NO and N=6 for control). (N) The increase in
the normalized lag (average between —2.21 and —1.7m) by UV illumination in stained
and unstained control samples. The increase in the phase lag was significantly larger
in stained samples than in control samples (*¥**¥P<0.01, N=6 for NO and N=6 for

control).

Figure 4. Spike phase distribution in NB neurons explains selective release of NO at
the timing for synchronization. (A) The phase difference between the apical and basal
oscillators leads to either synchronization or desynchronization. In the Limax PC lobe,
the apical oscillator is advanced in phase compared to the basal oscillator. With a
positive slope in the phase-response plot (a), the phase advance at the apical site is
larger than at the basal site, resulting in desynchronization of the oscillation. With a
negative slope in the phase-response plot (b), the phase advance at the apical site is
smaller than at the basal site, resulting in synchronization. (B) Current-clamp
recording in an NB neuron injected with small depolarizing DC current, showing the
spontaneous spikes at late phases in the IPSP interval. (C) Spike phase distribution in
NB neurons. The spike phases were grouped by the number of spikes that occurred
during the cycle. (D) A possible mechanism for phase-dependent release of NO from
NB neurons. NB neurons receive olfactory input from the STN, and also periodic

inhibitory input from B neurons which is synchronized with the LFP.  With an input at
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an early phase (a), the NB neuron is hyperpolarized and does not release NO (left).
With an input at a late phase (b), the NB neuron fires and releases NO (right). This

results in NO release only at the late (synchronizing) timing.

Figure 5. Direct electrical stimulation of the PC lobe in the presence of L-NAME
evokes phase-dependent shifting of the LFP oscillation, which is equivalent to the PRC.
(A) Schematic of the experiment. The apical half of the PC lobe was placed in a
suction electrode for stimulation. The LFP was recorded from an electrode placed near
the suction electrode. (B) Response of the LFP oscillation to stimulation of the PC
lobe. Following the stimulation, the LFP phase shifted. (C) Phase shift of the LFP
oscillation by electrical stimulation (Sg(6)). The red curve shows a fit with formula (1).
(D) Comparison of the peak phase of —dSyo/d@and Sg(6). The peak phases were not
significantly different between —dSno/d@ and Sg (NS, not significant; N=16 for NO
uncaging and N=11 for electrical stimulation). (E) Comparison of the ratio of the
negative component of —dSyo/dé and Sg (b/a in C). The ratios were not significantly
different between —dSyo/d@ and Sg (N=16 for NO uncaging and N=11 for electrical
stimulation). (F) Calculated shift of the peak phase of the phase-response plot, in
response to exponentially decaying inputs with different decay time constants. The
abscissa is the normalized decay time constant (in units of cycle periods). The

ordinate is the shift of the peak phase from that of the PRC (pulse stimuli).

Figure 6. Phase-dependent shifting of spikes in mouse cerebellar Purkinje cells to step
and pulse current injections. (A) Response of Purkinje cell spikes to a current step
(100 pA, 100 ms). (B) Response of Purkinje cell spikes to a current pulse (100 pA, 1
ms). (A) and (B) are from the same cell. (C) Plot of phase shifting in response to

step currents (Sgep(8)). The red curve shows a fit with formula (4). The differential
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of the fitted curve (—0S,/d6) is shown below. (D) Plot of phase shifting in response
to pulses (Spuise(6)). The red curve shows a fit with formula (3). In (C) and (D), step
and pulse stimuli (50 pA) were alternately repeated 313 times in the same cell. (E)
Comparison of the peak phase of —0Sy,/d@ and Spuse(6). The peak phases were not
significantly different between —0S.e,/d6 and Spuse(6) (NS, not significant; N=8). (F)
Comparison of the ratio of the negative component in —0Sye,/d6@ and Spyus(6). The

ratios were not significantly different between —dS,,/d @ and Syyise(8) (N=8).
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Table 1: Statistical analyses

Data structure Type of test Power
a circular data Rayleigh test NA
b normal distribution unpaired t-test 1.000
c normal distribution unpaired t-test 0.790
d von Mises distribution Rayleigh test NA
e normal distribution unpaired t-test 1.000
f normal distribution unpaired t-test 0.995
g normal distribution unpaired t-test 0.928
h normal distribution unpaired t-test 0.573
i normal distribution unpaired t-test 0.742
j normal distribution unpaired t-test 0.990
k von Mises distribution Rayleigh test NA
1 von Mises distribution Rayleigh test NA
m | von Mises distribution unpaired two sample | 0.169
(Watson-Williams) test
n normal distribution unpaired t-test 0.158
0 von Mises distribution Rayleigh test NA
p von Mises distribution Rayleigh test NA
q von Mises distribution paired two sample test 0.720
T normal distribution paired t-test 0.051




